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Abstract: The soft computing methods play a vital role in identifying the malicious activities in the social network. The low cost solutions and the robustness provided by the soft computing in the identifying the unwanted activities make it a predominant area of research. The paper combines the soft computing techniques and frames an enhanced soft computing approach to detect the intrusion that cause security issues in the social network. The proffered method of the paper employs the enhanced soft computing technique that combines the fuzzy logic, decision tree, K means -EM and the machine learning in preprocessing, feature reduction, clustering and classification respectively to develop a security approach that is more effective than the traditional computations in identifying the misuse in the social networks. The intrusion detection system developed using the soft computing approach is tested using the KDD-NSL and the DARPA dataset to note down the security percentage, time utilization, cost and compared with the other traditional methods.
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1. INTRODUCTION

The intrusion detection plays a vital role in computer and network security and has become a pre dominant area of research in the network and the computer security due to growing number internet users in the everyday life. The failure to detect he intruders would result in the data loss, unauthorized usage or misuse of data’s though various detection approaches for the intrusion is put forward to solve the issues in the security the approaches used does not provide a satisfactory performance that results with an increased detection rate and decreased false alarm rate. The figure.1 below shows the basic step involved in the intrusion detection system to identify the malware in the network.
The intrusion occurring in the network is an illegal/unlicensed activity that misuses the network resources that are provided for the other authorized users and causes security threats to the network. Identifying the intrusion relies on the defenders who possess a clear understanding of the working of the attacks. Some of the popular intrusions that causes vulnerability to the network are as follows

**Asymmetric Routing:** The network set up that holds the configurations for the asymmetric routing are vulnerable to these types of attacks. The intrusion actually occurs by utilizing the more than one route to cause an overall attack in the important segment of the network.

**Butter Flow Attacks:** This intrusion replaces the normal content in the set of commands in the memory that will be executed later as a segment of intrusion and cause problem in the network by denying services to the authorized users.

**Protocol Specific Attacks:** The protocols that does not hold authentication are liable of getting attacked and causing malfunctions in the regular network activities.

**Traffic flooding:** In this type of attack the intruder frames heavy traffic load towards network, causing inadequacy in screening and congested network environment, enabling the intruder to execute the hidden attack.
There are many other attacks such as CGI, Trojans, and Worms etc. that provides threats to the security of the network by affecting its activities or misusing its data.

So the paper proposes the enhanced soft computing technique that combines the fuzzy logic, decision tree, K means -EM and the machine learning in preprocessing, feature reduction, clustering and classification respectively to develop a security approach that is more effective than the traditional computations in identifying the misuse in the social networks.

The remaining paper is arranged with the section2 providing the detail of soft computing techniques utilized in developing the intrusion detection system. Section 3 presenting the proposed architecture of the intrusion detection, section 4 analyzing and comparing the results and section 5 holding the conclusion followed by the references.

2. RELATED WORKS

The soft computing approaches are most predominant in the intrusion detection nowadays the Langin, et al [1] in his paper provides the involvement of the soft computing techniques in identifying the intruder in the network and Singh, et al [2] provides the “review based on the soft computing in the malware detection”. To further improvise the detection by basically improving the feature extraction and classification Ahmad et al [3] puts for the “soft computing techniques to have optimized intrusion detection”


The author Dash, et al [7] presents the “study reports on the two new hybrid algorithms GS and PSO and their utilization in the training of ANN to identify the intruders” “an adaptable intrusion detection system integrating the artificial immune system and the computation intensive nature of the soft computing is developed by the author Sanyal, et al [8] to identify the intrusion in the given network".
The survey of Butun et al [9] holds the importance of the intrusion detection system in the adhoc networks the author initially provides the survey of the IDS for the wireless sensor networks followed by the IDS developed for the mobile adhoc networks.


3. ENHANCED SOFT COMPUTING APPROACH FOR INTRUSION DETECTION

To attain a satisfied performance in terms of heightened detection rate and reduced false alarm rate the proposed method in the paper utilizes the enhanced soft computing approach that combines the sniffer module [5] for monitoring the data packets that enter into the network this utilizes the fuzzy rule based system as preprocessor analyze the features of the packet, along with the decision tree for feature reduction followed by a clustering based on the Kmeans-EM and finally with the classification based on the SVM (support vector machine ) separate the normal from the attacked data. The fig.2 below shows the step in the proposed model.

![Fig.2 steps involved in the proposed process](image)
The sniffer module captures the packets in the network traffic and analyzes each packet components. The data packets are monitored online and conveyed to its next stage. During the heavy traffic the data flow the module saves the outcomes in the log file. The packet features are of the capture data packets are preprocessed employing the fuzzy rule based analyzer [5] that analyses the packet based on the packet features. The fig .3 below shows the packets features that are utilized by the fuzzy interference to preprocess the data packets. The preprocessed output are fed into the feature reducer that is based on the decision tree.

![Structure of a packet](image)

**Fig .3 Packet Features**

The algorithm shown below in figure.4 provides the essentials steps involved in the decision tree [1] in for reduction of features to the identifying the appropriate intruders who remains as menace to the network activity.
The extracted features of the data set obtained are clustered based on the similarities using the k-means –EM (Expectation Maximization Algorithm) clustering to minimize the number of the data sets used in training in order to bring down the complexities in the computation and processing. The steps below in the fig.5 shows the K-Means - EM in the process of clustering to reduce the number of dataset used in training.
The K-Means-EM Clustering [12] procedure scopes to reduce the squared function. Where the squared function is represented as shown in the equation (1)

$$s(v) = \sum_{i=1}^{C_u} \sum_{j=1}^{C_u} (\| Ed \|)^2$$

(1)

Where, \( Ed = x_i - y_j \) is the Euclidean distance of the \( x_i \) and \( y_j \), \( C_u \) is the number of data instances in the cluster \( i \), and \( C_e \) the total cluster centers. The clusters framed enables to detect the characteristics that belongs to normal or abnormal categories.

The Expectation Maximization Algorithm that proceeds as two phase initially enumerates the expectations of the cluster probability followed by the re-estimation of the parameter values that were obtained from the results of the first stride. The outputs obtained at the second step is once again fed back as input to the first step. This process continues until the results converge. So the EM helps to assign the values to the hidden variables and process the parameters based on the data.
Finally the data set obtained are applied for training of the SVM classifier to categorize the intrusion the network.

The algorithm below in fig. 6 shows the steps involved in SVM classifier to segregate between the normal and the abnormal data set.

Fig.6 SVM classifier

4. RESULT ANALYSIS

The proposed enhanced soft computing approach is tested using the KDD-NSL and the DARPA data set and was found to have a high accuracy, prediction on training and testing. The training dataset holds both the patterns of the inputs as well as the outputs that are associated with the input scoping to minimize the false alarms and heighten the detection rate. The proffered system is trained using the 80% of the dataset. In the remaining data set 10% are used in cross validation and 10% in testing.

The testing of the system is segregated into two phases as the verification and generalization, the verification process test whether the system is properly trained using the training dataset, the successful training of system would lead to the output that closely resembles the input [3].

The analysis of the proffered system in terms of true positive, false positive, false negative and true negative for the training verification and the testing phase for using different dataset is shown below in the table.1
### Table 1: Analysis of the Proposed System

<table>
<thead>
<tr>
<th>Data set</th>
<th>True positive</th>
<th>True Negative</th>
<th>False Positive</th>
<th>False Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>DARPA</td>
<td>Training %</td>
<td>100</td>
<td>100</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Verification%</td>
<td>98.9</td>
<td>98.7</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Testing %</td>
<td>98</td>
<td>100</td>
<td>0.56</td>
</tr>
<tr>
<td>KDD-NSL</td>
<td>Training %</td>
<td>100</td>
<td>100</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Verification%</td>
<td>97.85</td>
<td>98.9</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Testing %</td>
<td>97</td>
<td>100</td>
<td>0.83</td>
</tr>
<tr>
<td>ADFA</td>
<td>Training %</td>
<td>100</td>
<td>100</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Verification%</td>
<td>96.75</td>
<td>98.6</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>Testing %</td>
<td>96</td>
<td>100</td>
<td>2.47</td>
</tr>
</tbody>
</table>

The fig. 6 below shows the comparison of the detection rate, false alarm rate, time complexity and cost for the proposed system along with the other existing approaches.
The method enables an optimized intrusion detection, which is enriched with the capability to bring down the amount of features and maximize the detection rates. The fig.7 included evinces that the proposed enhanced soft computing approach (ECSP) shows an improved performance compared to the other methods of intrusion detection.

5. CONCLUSION

The paper put forth the enhanced soft computing approach that combines the fuzzy rule based preprocessing, decision tree based feature reduction, K-Means –EM clustering and the support vector machine based classification to identify the intrusions in the network. The clustering and the feature reduction methods enable to minimize the data set used in training and thus reduce the time complexity involved in the training. The testing of the proposed system using the KDD-NSL data set and the DARPA data set show an enhanced accuracy and precision in training and the testing as well as the considerable minimization in the cost and the time complexity.

References


