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ABSTRACT - The development in the area of networking is Internet of Things (IoT). This will interrelated the object and things together. The realization of IoT subsystems will be subjected to numerous constraints that include cost, power, energy, and lifetime. However, most challenging requirement will be trust. It is widely recognized that the attacks from malicious parties can activate from Internet to the physical word. Hence, trust of IoT is of essential importance. Therefore, trust management is considered as a efficient solution to IoT related issues. Trust management has useful technology for providing security service and it has been used in many applications such as P2P, Grid, adhoc network and so on. Thus the trust based routing algorithm in Internet of Things is proposed for providing a potential security system. With this, the major focus on the problem of trust on the malicious nodes in any environment.
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I. INTRODUCTION

Internet of Things (IoT) is to create a physical objects are merged into information networks in order to provide advanced services for humans. It embedded with electronics, software, sensors, and network connectivity that enables these objects to collect and exchange data. The internet of things allows objects to be sensed and controlled remotely across existing network infrastructure. Then it will integrated with the physical world into computer-based systems, and it improving efficiency, accuracy and economic benefit. The technologies are smart grids, smart homes, intelligent transportation and smart cities. Each thing is uniquely identifiable through its system. Internet of Things is also expected to generate large amounts of data from different locations, with the quick aggregation of the data. It will increase the storage and the process effectively. Internet of Things is one of the platforms Smart Energy Management Systems. In every field IoT is used. This systems will collecting the informations from various
area. In home environment, they monitoring and security management and it will be controlled. In wearable devices IoT places a vital role. IoT produces the ultra low power. The other applications are smart management, transportation and environmental monitoring. In every field IoT finds its applications with memory, power and embedded devices. The other applications are smart management, transportation and environmental monitoring.

The network is suffering from the various attacks. The traditional approaches are not able to secure the system. The network requires the improvement in the security system. The trust is established between the nodes and the trust is evaluated. The survival of the network is depending on the trust in the network. The security and the trust are interdependent. The decentralized network needs more security in the networks. The Internet of Things having a problem in the trust system. Some methods are used to solve the problem in the network.

The network is involved with the people and the social networks based on the Internet of Things. It will bring the convergence of Internet of Things and the social networks. The social network in IoT lacks the understanding about the other member and the basic behavior of the objects. The trustworthiness is also needed in the Social Internet of Things. Reputation based trust can deal the malicious behavior of the nodes. The major problem is found in the autonomous system to find the peer that can provide the service. The social networking concept is the integration with the Internet of things, it is establish with the social relationships with respect to the owners. It is improving the scalability of the network information. For the trust management the model systems were used [1]. But the problem was it could not manage the network traffic. The trust management is divided into three layers and each is controlled by the trust mechanism [5].

For the adaptive trust management, the trust parameters were used to change the conditions in the network. But the performance in the application was increased [2]. The Internet of Things was integrated with environment. The trust were controlling by the keying technologies. In wireless sensor networks the key control method was not able to use. Because, wireless sensor networks having the bridge communication [3]. The architecture was used in the trust management system. The service oriented architecture is used in the heterogeneous system.
It will minimize the convergence time and estimation of the trust. The trust protocol is needed the more storage space [4]. IAM is demanded is to determine the trust for protecting the security. It is evaluating the behavior of the user [6]. The cloud centric internet of things is used for the public safety. Crowd management is used for the trustworthiness [7].

The energy efficiency is the major problem in Internet of Things. The energy efficient architecture is used to reduce the power level. But, it needed the hardware resources [8]. The scheduling algorithm is also used to for the energy efficiency. For the secure communication the signcryption is used. The diffie hellman problem in the wireless sensor networks is recovered. The benefits of the trustworthiness management in the IoT show the effectiveness in the malicious nodes in the network. The trust will reduce the misbehaving of the nodes.

II. NETWORK MODEL

The Internet of Things (IoT) integrates a large amount of everyday life devices from heterogeneous network environments, bringing a great challenge into security and reliability management. Recognizing that the smart objects in IoT are most likely human-carried or human-operated devices, trust is used. The trust routing algorithm is proposed for malicious nodes in Internet of Things.
Fig. 1 Network Model
The things/sensors are clustered into subgroups, each subgroup has a head node that delivers the messages originated from the group through the broker node to the ultimate receiver of the sensed data. The Fig.1 shows the network model. A network switch is a networking device that connects devices together on a computer network, by using packet switching to receive, process and forward data to the destination device. A bridge is a device that connects a local area network (LAN) to another local area network with the same protocol.

The head node can transfer the data to the other network through a switch and bridge. If the leaf nodes in each subgroup fail to work, the backup node can replace the failed node.

The proposed scheme is used to identify the proxy node. For the identification of proxy node two methods were used. The methods are distance estimation and angle estimation. For routing scheme were proposed to find the authentication, integrity and confidentiality.

I. DISTANCE ESTIMATION

For the distance estimation, the distances between the nodes were taken. The number of nodes is calculated and the separation of distance between the backbone node and broker node were taken. Every head nodes and broker node has their distance values. The permitted tolerance value is taken according to the network model. The estimated value of distance is defined as the sum of the distance separation of nodes and permitted tolerance. If the node moves away from the estimated distance of separation, then the node will be considered as proxy node.

The number of broker nodes can be defined as S,

\[ S = \{ S_1, S_2, \ldots, S_n \} \]  \hspace{1cm} (1.1)

The number of head nodes can be defined as B,

\[ B = \{ B_1, B_2, \ldots, B_k \} \]  \hspace{1cm} (1.2)

\( S_i B_j \) - Distance of separation between a broker nodes and head nodes

\( S_i B_j \) - Estimated distance of separation between the broker nodes and head nodes
\( S_j, B_j = S_j, B_j + \Delta S_j, B_j \) \hspace{1cm} (1.3)

\( \Delta S_j, B_j \) - permitted tolerance

II. ANGLE ESTIMATION

Every node in the network has their vertices and edges. According to that the angle estimation is calculated. The angle of separation between the broker and head nodes is taken. The sum of the angle separation of nodes and permitted tolerance angle value is considered as an estimated angle. The broker and head nodes will connect to the estimated angle. If the node moves beyond their estimated angle value, then the node is considered as a proxy node.

The number of broker nodes,

\[ S = \{ S_0, S_1, S_2, \ldots, S_n \} \] \hspace{1cm} (1.4)

The number of head nodes,

\[ B = \{ B_1, B_2, B_3, \ldots, B_k \} \] \hspace{1cm} (1.5)

\( \angle S_j B_j \) - Angle of separation between the broker nodes and head nodes

\( \angle S_j B_j \) - Estimated tolerance between the broker nodes and head nodes,

\[ \angle S_j B_j = \angle S_j B_j + \Delta \theta \] \hspace{1cm} (1.6)
III. ROUTING ALGORITHM

For the path selection routing is used, it will send and receive the packets. Routing is used to select the path in the networks to send and receive the packets. The purpose of the routing algorithm is to determine the best path for data. The network is having subgroups. Each subgroup has a group of leaf nodes and a head node. A node which is having a maximum of edges is elected as a cluster head. The coordinator is selected according to the maximum of active links in the nodes.

For the routing algorithm the authentication, confidentiality and integrity is used.

A. AUTHENTICATION

Authentication is a process are compared to the authorized users information within an authentication server. The lifetime and packet handled is considered as authentication. The authentication is maximum of lifetime and maximum of packet handled by the node. Lifetime is defined as the ratio of difference between initial energy and residual energy to the entire computation time.

\[ \text{Lifetime} = \frac{(E_{\text{int}} - E_{\text{res}})}{t} \]  

(1.7)

Authentication index, \( J = \max (\text{Lifetime}) \parallel \max (\text{Packet handled}) \)  

(1.8)

B. CONFIDENTIALITY

In information security, that information is not available to the unauthorized entities. The success rate and retransmission is calculated. The confidentiality is the maximum of success rate and minimum of retransmission.

The successful delivery rate of message indicates the radio of the amount of receiving information of the destination node and the amount of sending information of the source node, in a certain time limit. The retransmission occurs due to packet loss and mobility of the nodes. If the retransmission is more then, the delay is more and the throughput is decreased. So, the
minimum retransmission is needed.

Success rate for a node is defined as a node which has maximum throughput or minimum retransmissions.

\[
\text{Success rate} = \max (\text{Throughput}) \| \min (\text{retransmission}) \tag{1.9}
\]

The maximum throughput is denoted by a threshold \(\alpha\). The \(\alpha\) should be greater than 80 percentage. Throughput is defined as a number of packets successfully received in unit time. The minimum retransmission is denoted by a threshold \(\beta\). The \(\beta\) should be less than 5 percentages.

Confidentiality index, \(\nu = \max (\text{Success rate}) \| \min (\text{Retransmission}) \tag{1.10}\)

C. INTEGRITY

Integrity of information will protecting information from the unauthorized user by being modified. The maximum of neighborhood threshold and minimum of active links is calculated for integrity. The nodes in the network has its own threshold. The threshold is like covering range, the range should be maximum. The active links should be minimum.

\[
\text{Integrity index}, \tau = \max (\text{Neighbor threshold}) \| \min (\text{Active links}) \tag{1.11}
\]

D. ROUTING ALGORITHM

An undirected planar graph \(G (V, E)\) with \(n\) nodes is given as an input.

Consider the head of leaf nodes,

\[
C = \{ C_1, C_2, C_3, \ldots, C_m \} \tag{1.12}
\]

\(C\) - Head of leaf nodes

\(m\) – Number of leaf head nodes

\(p_i\) - Degree of trust, \(i\) is a positive integer, \(j=m\)

\(E_i\) - Initial energy of node

\(E_{res}\) - Residual energy of node

\(t\) – Computation time (secs)

\(V_i\) - \(E_{res}\)
- Vertext of a node
- Edge of a node
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Authentication index, \( J = \max \text{ (Lifetime)} \| \max \text{ (Packet handled)} \)

Confidentiality index, \( v = \max \text{ (Success rate)} \| \min \text{ (Retransmission)} \)

Integrity index, \( \tau = \max \text{ (Neighbor threshold)} \| \min \text{ (Active links)} \)

The authentication, confidentiality and integrity is taken. A node is marked true in a trusted system only if it satisfies the following condition,

\[ J \| v \& \tau = \text{true (set as priority)} \]

When the node is marked true its priority is set

Condition 1

1. If
2. \( v > \tau > J \) - priority 0
3. elseif
4. \( (v+\tau) > 2J \) - priority 1
5. else
6. \( (J+v) > 2\tau \) - priority 2

According to the condition the priority is set and node is set as true.

IV. RESULTS

There were two methods used to find the identification of proxy node. They are distance estimation and angle estimation. The routing algorithms are also used to find the trust in the network. The network modelling is done using ns-3.

A. CREATION OF NETWORK MODEL

The nodes are created in grid topology. The leaf nodes are transmitting to the head node and the head node forward the data to the server through the router. The Fig.4.1 shows the network modelling. Bridge is used for the connection of two networks. In the network model the one group of leaf nodes will communicate to the other group through the switch and bridge. Then the data will send to the router and it reaches the destination node.
The leaf node will communicate to a head node of each group. There were five leaf nodes communicating to a head node. The Fig. 3 shows communication between leaf node and head node. The link setup was made for the communication between the nodes.

B. UNTRUSTED NETWORK
In the untrusted network, if the node is moved away, the moved node is not able to send or receive the data from the networks. The proxy node will act like an existing node and it send or receive the data from the other nodes. Because of the proxy node the data were lost and it corrupted by the node. The data packets were lost in the simulation process. So, the throughput is decreased. The untrusted network is shown in Fig.4. The leaf node will send a data to the head node. Bridge and switch is used to connect to the other network. Head node will send through bridge, switch and router to the other interconnecting network. The leaf node will send a data. At the same time, if the node fails or moves away, then the proxy node will act like an existing node. Then the data will be corrupted.

![Fig.4. Untrusted Network](image)

1. **FLOW MONITOR**

   The node moves away from the communication range, then it will not send or receive any data. So, the packet loss is occurs in untrusted network. There were 90 packets loss during the movement of the node. Because of the packet loss, delay is more. Flow monitor for untrusted network is shown in Fig.5.
2. PCAP FROM WIRESHARK RESULT FOR TRUSTED NETWORK

The PCAP file will show the number of packets transmitted and received by the node. The untrusted network, the node moves away the range it cannot communicate with the other node. The leaf node will communicate to the other network through the head and broker nodes. Then the node will try to send the routing packets to the network. The Fig.6 shows the PCAP for untrusted network. The node will broadcast the OLSR packets. The length of the OLSR packets is 82, 106, and 66.

3. TERMINAL OUTPUT
The number of transmitted and received bytes are shown in the terminal using flow monitor. The node statistics is also available in the terminal. There were 512 data packets is received. The untrusted network, the throughput is decreased because of packet loss. Fig.7 shows the terminal for untrusted network.

![Fig.7. Terminal output for untrusted network](image)

C. TRUSTED NETWORK

The trusted network has the backup nodes. If the node is moved away from the network, then the backup node will replace the existing node. The proxy node identification is done by using distance and angle estimation. The angle and distance estimation is calculated for every node. The permitted tolerance value is fixed. The sum of estimated value and permitted tolerance is calculated. If the node which is having a value greater than the estimated value is considered as a proxy node. The node failure and movement of node problem can be replaced by the free node in trusted network. The packet loss is minimized, because the backup node.so, the throughput is also increased. In the trusted network the characteristics were taken and according to that the proxy node is analysed. The authentication, confidentiality and integrity were analysed according to the success rate, retransmission, lifetime, active links, packets handled and neighbor threshold. The Fig.8 shows the trusted network.
1. FLOW MONITOR RESULT

The transmitted and received packets are shown in flow monitor. The node is identified as proxy node then the free node will take over the function of existing node. The packet loss is minimum. The Fig.9 shows flow monitor for trusted network.

2. PCAP FROM WIRESHARK RESULT FOR TRUSTED NETWORK

The wireshark will show the sending and receiving of data packet in the networks. In this the data packets were sent. The general scenario the node will send the UDP packets to the destination node. Once the node is moving from the range of communication, then the node will drop the packets. At the time the backup node will send a data to the destination. The moved
node will broadcast the OLSR packets to the networks. The PCAP for trusted network is shown in Fig.10.

Fig.10. PCAP for trusted network

3. TERMINAL OUTPUT

The throughput is analysed by using flow monitor. There were 512 bytes were transmitted. The proxy node and node movement problem is overcome by the trusted network. The trusted network there were no packet loss and also the throughput is increased. The Fig.11 shows the terminal of trusted network.
Fig. 11. Terminal output for trusted network
D. ANALYSIS OF PACKET DELIVERY RATIO

Packet delivery ratio is defined as the ratio of delivered data packet to the destination. This illustrates the level of delivered data to the destination. The table.4.1 shows the Packet Delivery Ratio.

\[
PDR = \frac{\sum \text{Number of packet receive}}{\sum \text{Number of packets send}} \quad (4.1)
\]

Table 1.1 Packet delivery ratio

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>TRUSTED NETWORK</th>
<th>UNTRUSTED NETWORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of packet send (Bytes)</td>
<td>263520</td>
<td>513540</td>
</tr>
<tr>
<td>Number of packet received (Bytes)</td>
<td>263520</td>
<td>464940</td>
</tr>
<tr>
<td>Packet Delivery ratio (%)</td>
<td>100</td>
<td>90.5</td>
</tr>
</tbody>
</table>

E. ANALYSIS OF THROUGHPUT

Throughput is the rate of successful message delivery over a communication channel. Throughput is usually measured in bits per second, and sometimes in data packets per second (p/s or pps). The Fig.12 shows throughput. The trusted and untrusted network values were taken. The node moves away then the throughput is decreased. In the trusted network, the backbone node will operate at the time of the moved node and the throughput is getting increased.
Jitter is a variation in packet transit delay caused by queuing, contention and serialization effects on the path through the network. In heavily congested link, the higher levels of jitter will be more. The table 4.2 shows the simulation parameters. The delay will specifies the time taken for a bit of data to travel the network from one node to another. It is measured in multiples or fractions of seconds. By the location of the communicating nodes delay may vary.

The packet loss happens in the untrusted network, because of lacking the backbone node. The maximum throughput and minimum packet loss is occurs in trusted network.

### TABLE.1.2 SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>UNTRUSTED NETWORK</th>
<th>TRUSTED NETWORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput</td>
<td>0.428 Mbps</td>
<td>0.503 Mbps</td>
</tr>
<tr>
<td>Delay</td>
<td>3.31 s</td>
<td>2.2 s</td>
</tr>
<tr>
<td>Packet loss</td>
<td>90 packets</td>
<td>0</td>
</tr>
<tr>
<td>Jitter</td>
<td>2.8 s</td>
<td>2.09 s</td>
</tr>
</tbody>
</table>

### V. CONCLUSION
The proxy node was identified using distance and angle estimation. The node velocity is 0.01m/sec. If the node movement velocity is more, then the data transmission will be difficult. In this trust based system having the free node to overcome the problem of proxy node identification and node movement. The computation time is more because of replacing node in the system. To overcome the problem of link detection we need an efficient trust based system. For that the keying and security methods to be used. The proxy node and node movement occurs in the untrusted system. The problem is overcome with the help of a trusted system by using the backup nodes and routing algorithm. On doing this, it was found that the PDR and throughput were found to be high and better for the trust based system.
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