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1. INTRODUCTION

Over 2.2 billion people suffer from blindness and visual impairment worldwide. Of this, over 1 billion people have issues that is yet to be addressed or could be prevented at an earlier stage. Most of the visually impaired people are above the age of 65. Low income countries has majority of the visually impaired population [1]. Several techniques are implemented to assist the blind and visually challenged. Pen computing software achieve 80-90% accuracy based on the handwriting. Research is being conducted to improve the accuracy and reduce the error per page in such computation.

The conversion of handwritten, printed or typed characters into machine-encoded text can be done by means of Optical character recognition (OCR). The output of this system can be manipulated by a computer. For image recognition and data entry with inputs from data records and printed documents such as business cards, resumes, passports, sales invoices, and bank statements are widely used. A text document is generated as an output by recognizing the characters in a picture or scanned document with the help of a program.

The visually impaired people are provided access to text by means of portable devices that perform video-based text acquisition [6]. Text identification from images has several challenges including system integration issues, text warping, image stabilization, and low resolution sensors [8]. There are numerous research that are directed in this domain. The navigability and usability of the system can be enhanced with the application of
several cutting-edge technologies. Image processing is also used to analyse and vocalize the underlying text during mouse hovering and appraise the webpage layout structure with the help of background music and similar features. These technologies can be used for screen reader enhancement.

A system for image to speech and text conversion for the visually challenged has been developed in [9]. For detecting objects from images, Canny edge detection algorithm is used. Based on the shape, texture, size and colour of the object, it is recognized. M. Arun et al [10] use computer vision for pattern and character recognition. Digital recognition of characters from images is performed by means of OCR. A unique segmentation methodology is used for efficient and faster implementation of image processing. Selective Speech Synthesis is used for generation of speech sounds naturally based on syllables, diaphones and phonemes.

K. Ragavi et al [11] developed a portable text vocalizer that allowed audio conversion of scanned text information. In this system, the image is scanned with the help of a handheld scanner and it is sent to an android phone by means of Bluetooth. The android phone extracts the textual content from the obtained image and converts it into speech signals. An entire page with text can be scanned with a page scanner. Gerard Chollet et al [12] exploits Automatic Language Independent Speech Processing (ALISP) under video processing, image processing, text, speech and audio domains.

2. EXISTING LITERATURE

Assistive devices are categorized into Vocational training and assessment based psychological tests, low vision, daily living, vocational, mobility and educational devices. A. Karthikeyan et al [3] identified the characters in textual data by means of OpenCV. The system is divided into three stages namely – image capture and text extraction, conversion of text to speech after filtering, and conversion of speech to text. Raspberry-pi kit is used for this application.

There are several challenges in implementing text to speech conversion algorithm. Normalization of text is a complicated process. Text comprises of abbreviations, numbers, heteronyms, and so on that require to be expanded into phonetic representations. Based on the context, several similar spellings in English are pronounced in different ways. Conversion of grapheme-to-phoneme or text-to-phoneme are the basic approaches that regulates the pronunciation of a word depending on its spelling for the purpose of speech synthesis. The unavailability of a of collectively established objective assessment criteria leads to difficulty in reliable assessment of speech synthesis systems. Diverse speech data is used by different organizations.
Pravin A. Dhulekar et al [5] designed and implemented a symbol matching and character extraction based text to speech conversion system for recognition of street sign board. Such systems are already available for English street boards and signs. The system is developed for Gujarati, Marathi, Hindi and other Indian languages for multiple symbol and character identification. Ajay Roy et al [7] made use of Tesseract OCR system for the purpose of extraction of text from the scanned images. This text data is converted to speech by means of e-Speak tool for assisting the visually challenged people. The e-speak tool is used for text to speech conversion. It also assists the visually impaired person to identify products extracting the textual data from the image and performing speech conversion on the data. For this purpose, Raspberry pi is used as it provides adequate battery backup and portability.

K. Kalaivani et al [13] introduces an efficient and innovative system for text to speech conversion that is cost efficient and can analyse both textual images and documents for the purpose of reading. The system works with MATLAB R2011b applying Text to Speech Synthesiser (TTS) and OCR concepts. Jiss Kuruvilla et al [14] studied the applications and significance of image processing in computer vision. The fundamentals of computer vision, segmentation techniques and its applications were discussed in the context of image processing. Domínguez M. Victor et al [15] used text summarization algorithm that extracts textual information from documents and perform summarization of speech-to-text. The authors investigated six algorithms for this purpose namely KLSum, SumBasic, LSA, LexRank, TextRank, and Luhn that were evaluated using OQIDSum and DUC2001 datasets.

Neha Joshi et al [16] performed text mining in a more detailed manner. The authors recognized and summarized textual information contained in an image based on the number of lines. It improves the efficiency
of data and is time efficient. It works fast on huge data volumes which is time consuming and exhaustive to be performed manually. Summarization and extraction of text images is a requirement in recent days. The efficiency of the system is optimized for improved performance.

3. PROPOSED WORK

In this system, we perform digitization of the textual information with the help of scanner or camera. It is also possible to use a handheld scanner for immediate processing of information. The digitized information is processed with the help of LattePanda Alpha system on board [17] which is a tiny device that supports Linux and Windows OS. It is packed with several notable and advanced features. It offers compatibility with arduino as well as windows 10. The system disdains Edison and ARM processing powers. An Intel Celeron N4100 CPU consisting of a quad-core processor is used. Instead of windows 10 core, a complete version of windows 10 is used here. Though it is comparatively expensive with the other system on boards available in the market, it offers multiple features that serves best for this work. It also provides 2x 50-pin GPIO connectors, eMMC, microSD, SATA 3.0, PCIe x2, for use in Arduino- ATmega32U4, and so on.

The gathered information and digitized content is transferred to the OCR [18] for extraction of textual information from the image that can be a photo, scanned document or a video frame. This conversion happens only after the complete set of files are received by the system. The OCR uses grayscale version of the images for further analysis. Based on the intensity of the areas in the image, character identification is done. The lighter
regions are considered as the background and the darker areas as text. This is further processed to identify and categorize the alphanumeric values.

OCR pre-processing techniques include image de-skewing, de-speckling, binarization, line removal, layout analysis, line and word detection [19], script recognition, character segmentation or isolation, scaling and aspect ratio normalization. Despite the multiple techniques available, OCR operation is performed on one block of text or one word at a time. The feature detection and pattern detection algorithms are used for identification of characters. Feature detection is informed of the features of numbers or letters individually for the recognition of these characters in the document. The number of curves, crossed lines or angled lines and such features can be used for comparison of characters. For pattern recognition, sample formats and fonts of textual data are fed to the system for the purpose of recognition of characters by comparison with the scanned document.

Computer converts the identified character into its corresponding ASCII value [20]. In order to improve the accuracy of the system, handling of the complex layouts, proofreading and correction of basic errors is to be done and the document must be saved for further use. The speech synthesizer converts the final content into audio output to the visually impaired user. This system produces human speech artificially. It can be implemented in either hardware or software form. The phonetic transcription [21] and linguistic symbols representation can be converted into sound signals. An entirely synthetic model can be used for creation of voice output by replicating human voice characteristics and the vocal tract model.

The people with reading disabilities or visual impairment can thereby listen to the written data by means of a computer or mobile phone using this intelligent system. The hard disk space economy and high speed conversion is provided by using the software system. Area optimization is provided with the help of the system on board module. The output is played in the form of audio files of WAV format [22]. The data can be stored and reused if required.

4. RESULT

The system is implemented for a set of sample text images and the error rate is reduced on several iterations of the algorithm to improve the optimality of the system. The sample input and outputs of the textual data is as shown in figure 3. In case of identification of handwritten textual content, based on the readability of the content, a slight error of conversion is visible. The LattePanda Alpha system provides improved performance despite the high cost factor.
Based on phonetics and other pre-set instructions, the textual data is converted into audio output by means of a speech synthesizer. The system provides an accuracy of 97% in identification, processing and conversion of the image input to textual and audio outputs. A time delay of 4.7 seconds is consumed for the entire process to be completed for the provided sample output.

5. CONCLUSION AND FUTURE SCOPE

The applications of speech synthesis is of significant importance and has widespread applications. Such systems help overcoming several environmental barriers for the disabled people. People with reading difficulties due to visual impairment, dyslexia, pre-literate or illiterates and so on can be benefited with this system. Communication aids with voice outputs are also employed frequently among the general public. In this system, we have used the LattePanda Alpha system for processing textual data and converting it to voice signals.

Future work is focused on improving the accuracy of the system using machine learning algorithm for processing the text information and reducing the delay time required for the processing of the information. Conversion of text from lesser learnt or minority based languages is also a major scope of research. Huge amount of memory is essential for processing the video and audio content. Reducing the size of the system while keeping the quality of the output intact is also a major challenge in implementing the system.
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