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Abstract: Predicting the category of tumors and the types of the cancer in its early stage remains as a very essential process to identify depth of the disease and treatment available for it. The neural network that functions similar to the human nervous system is widely utilized in the tumor investigation and the cancer prediction. The paper presents the analysis of the performance of the neural networks such as the FNN (Feed Forward Neural Networks), RNN (Recurrent Neural Networks) and the CNN (Convolutional Neural Network) investigating the tumors and predicting the cancer. The results obtained by evaluating the neural networks on the breast cancer Wisconsin original data set shows that the CNN provides 43% better prediction than the FNN and 25% better prediction than the RNN.
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1. INTRODUCTION

Though the world strives to more and more advancements with the rapid modernization and the developing technologies, there are few things that are still tedious and challenging; on such thing is the cancer identification. The modernization has also brought in changes in the dress people wear, the way people live including the food we take. The change followed in the life style has the increased the vulnerability to disease like cancer, kidney defects etc.

Every year more than 40,000 people are diagnosed with cancer that affects the parts like bladder, colon and recta, endometrial, kidney, leukemia, liver, melanoma, non-Hodgkin’s lymphoma, pancreatic, thyroid, breast etc. The physicians usually identify the cancer by its location in the human body and the tissue that it forms in. In most cases
the doctors identify the cancer in patients only in its advanced stage as some tumors that are developed by cancer does not exhibit symptoms until their advanced stage or exhibit symptoms that are unrelated to cancer.

The possibility of early detection remains very low as the technologies used are still not able to diagnose the cancer with symptoms presented in the early stage, only very few cases were identified to have cancer in the initial stage and were recovered. The death due to the cancer keeps on increasing exponentially every year.

Many researches were done to improve the cancer diagnosis to investigate the tumor and the identifying the type of cancer, the paper present the performance analysis of the neural networks in investigating the tumors and detecting the cancer.

The remaining paper is arranged with the back ground providing the capability of the neural networks, in section 2, the investigation and the prediction model for the cancer diagnoses using the neural networks in section 3 performance analyses in section 4 and the conclusion in section 5

2. BACKGROUND

The neural network are viewed as the powerful machine learning methods that are broadly used in learning the data illustrations at a various levels of perception, and very useful in variety of applications such as the clustering classification, prediction, reconstruction and recognition etc.

The basic functionality of the neural networks in predicting a disease can be categorized as the preprocessing and the filtering methods, predicting that is the classification and clustering. The fig.1 below provides the methods and the functioning of the neural networks.
The Neural networks are capable enough to solve the problems that are non-linear as well as complex and identify the universal input put mappings, the input fed into the network is termed as the training data to prepare the network, for predicting the results. The following section presets the different types of the neural network model used to investigate and predict the cancer.

3. NEURAL NETWORK BASED CANCER PREDICTION MODEL

**Feed forward neural network:** It is simplest form of neural network, in which the input is conveyed in one direction. The data moves into the input nodes and moves out from the output nodes, it does not have any hidden layers, as it holds just the front propagated wave and has no back propagation. It basically uses the classifying activation function. The figure .2 below shows the single layer FNN
The sum of products of inputs holding the weight and the data are estimated and given to the output, the output of the network is taken into consideration if it is above the verge level set usually zero and rejects if below Zero.

**Recurrent Neural Network:** RNN preserves the output of the layer by feeding the output back to the input to predict the layer results; the first layer in the network is formed similar to the FNN performing the product of sum of the weights and the data. That is at each step the network ensures that every neuron has the trace of the previous time-step. The RNN starts with the front propagation initially and observes the information required for future use. If the prediction is wrong, then estimates the error rate to alter the network to provide correct prediction in the back propagation. The flow chart below in fig.3 shows the steps involved in the neural network.
The fig. 4 below provides the schematic of the RNN architecture illustrated by Raj, Jennifer S., and J. Vijitha Ananthi. Comprised of one hidden layer with the time delay set to $Z^{-1}$,

![Fig. 4 Schematic of RNN by Raj, Jennifer S., and J. Vijitha Ananthi.](image)

**Convolutional Neural Network**: The convolutional neural network termed as CNN is very much similar to the FNN, but the neuron learns the weight and the biases. They possess a different architecture when compared to the neural network. It is comprised of two primary stages feature extraction and classification where in feature extraction the network does a continues convolution and pooling operations in order to detect the features in the image and utilizes the fully connected layer to classify the extracted features, the layer s in the CNN are arranged in three dimensions separating the neurons from one layer to next. The output is usually reduced to single vectors based on the probability scores. The figure. 5 below shows the architecture of the CNN.
The CNN does the convolution employing the filter or a kernel by scanning the image from the top to the bottom, the process is continued transforming the width of the screen until the entire image is scanned. The filter or the kernel multiplies its own values with the overlapping values and adds them to the output single value for each overlap until the whole message is passed through. Similar computation is done to estimate the other output value, every value computed remains sensitive only to the particular region in the image. The convolution in the initial layer remains responsible for handling low-level features such as the edges, orientation, gradient, color etc.

4. PERFORMANCE ANALYSIS

The above three methods are evaluated using the breast cancer Wisconsin original data set, to evinces its investigation and the prediction capability, every model were trained with 7564 images and was tested using the 3456 images obtained from the original dataset of the breast cancer Wisconsin. The results obtained tested for the Accuracy in training and prediction along with the F1 score, recall, true positive and the false positive. The figure .6 below shows the accuracy in prediction by the three methods for different number of Epochs.
Fig. 6 Accuracy Percentage

The table below provides the recall, F1 score and the true positive and the false negative for the FNN, RNN and CNN.
The results obtained from the fig.6 and the table 1 shows that the CNN shows better prediction accuracy than the FNN and RNN.

<table>
<thead>
<tr>
<th>Neural Networks</th>
<th>Precision</th>
<th>F1 Score</th>
<th>Recall</th>
<th>True positive</th>
<th>False Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNN</td>
<td>60%</td>
<td>.7654</td>
<td>.4567</td>
<td>.775</td>
<td>.7856</td>
</tr>
<tr>
<td>RNN</td>
<td>75%</td>
<td>.7890</td>
<td>.5546</td>
<td>.734</td>
<td>.5674</td>
</tr>
<tr>
<td>CNN</td>
<td>95%</td>
<td>.9923</td>
<td>.9856</td>
<td>.997</td>
<td>.2345</td>
</tr>
</tbody>
</table>

Table.1 Comparison Table

5. CONCLUSION

The paper presents the analysis of the neural network to have an early stage prediction for the cancer disease. it considers the RNN,FNN and the CNN to identify a better model to predict the cancer disease , all the three models where subjected to the original data set of breast cancer Wisconsin , the tested results showed that the CNN with the maximum pooling operation showed a better performance in prediction compared to the other two methods. in future the paper is proceed with employing the capsule networks in investigating and predicting the tumors and the cancer respectively.
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