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Abstract: The human’s beings always make use of their sensory modalities to effectively communicate or carry out their jobs. The humans use the sensory organs such as the ears, eyes mouth, including the hands to deliver a good verbal conversation. The human computer interface technology could also be made classier by involving the human voice, hands and eyes to access an application or control a device etc.; they paper puts forth the development of the human computer interface based on the eyes movement for typing the information without using the hand for typing, this could be very much useful for the patients with disabilities in the arms or affected by paralytic attacks for their regular works associated with the computers and can also be used by the normal people in security intensive applications, the evaluation results obtained for the proposed method using the MATLAB shows that the mean typing speed to be 30 characters per minute.
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1. INTRODUCTION

The human computer interaction based on the recognizing the gesture of the human organs is in existence form early 1990s. Among the parts of the body utilized in HCI, eye based HCI was more popular as the simple gaze would enable to start, stop and regulate the processing of the computers, and was very useful for people affected by disabilities. The controlling a computer interface through the eye was understood earlier as the extraction of the information about the person was gazing at. Initially Robert Jacob identified the eye-gaze to be an input modality to open a computing device; nowadays the eye-gaze is used to unlock the phone and the other portable devices [1].

The eye-gaze or the eyes put into action for typing a text is called the gaze typing or eye typing, it is mainly used by the people who suffer from motor neuron disabilities, strokes or the spinal cord injuries, dystrophy in the muscles. The eye typing Is found to be the simple as well as the only means of communication for the persons suffering from above disabilities and the aged persons facing a motor activity that is reduced , arthritis or tremors, the figure.1 below provides the applications hierarchy associated with the eye tracking[2].
People with the motor disabilities still has control in their eye movement, and these movement enables them to control and communicate through the computer [3], the best example of HCI would be Stephen Hawkins the theoretical physicist and cosmologist [4] the person who suffered from the amyotrophic lateral sclerosis (Paralysis whole body over years), he communicated with the people with the computer and the speech generating machine that converted his thoughts into the speech. Likewise the eye-gaze is used by many completely paralyzed people to effectively communicate with society using the computers and the eye gaze trackers.

The eye-gaze is the fastest pointing device, than the mouse or the other pointing devices that are in the computer, but the eye-gaze would not be much accurate as the mouse, as the accuracy in measurement is constrained by the dimensions of the fovea. There are particular challenges incurred by the eye-trackers such as the tracking accuracy, calibration drift, and the issues in distinguishing of intended input from the other eye movement that occur when using an interface [5].

Basically referring to the functioning of the human brain, the left hemisphere regulates the movements of the right side of the body and the right hemisphere regulates the left part of the body, but the eyes are exceptional as two eyes are present, as all the other sensory organs, the nerves in the eyes are also controlled by the brain.
So the paper put forth the utilization of the EEG (electroencephalogram) along with the EOG (electrooculography) to develop the typing eyes with the accuracy tracking of what is intended by the user and utilizing the 8051 processor to process the information and transmit the information using the Zigbee to the PC that is situated within 70 meters of distance.

The paper is arranged with the related works in section 2, the proposed design of typing eyes in section 3 the results in section 4 and conclusion in section 5 followed by references.

2. RELATED WORKS

Bulling, et al [1] “develops a mobile eye based HCI by designing a wearable EOG goggles to track the movement in the eyes”, Singh, Jai et al [2] “ present the multimodal human-computer interface (HCI) by combining an eye tracker with a soft-switch which may be considered as typically representing another modality. This multi-modal HCI is applied for text entry using a virtual keyboard appropriately designed in-house, facilitating enhanced performance”

Duchowski, et al [3] “reports the eye-tracking methodologies spanning three disciplines: neuroscience, psychology, and computer science, with brief remarks about industrial engineering and marketing. A breadth-first survey is given, proceeding from the diagnostic use of eye trackers to interactive application” Majaranta, Päivi, et al [5] presents the design issues in the typing system that was utilized so far.


the author Su et al [9] “ has developed the "A low-cost vision-based human-computer interface for people with severe disabilities." the authors Valanarasu, eta l [10] and Duraipandian et al [11] have put for the use of the microcontrollers in transmitting the information’s form one point to another.

S. Smys et al [15] provides the use of the "big data analytics for smart cloud-fog based applications," in the hospitals and the author Manoharan et al [16] address the necessity in the improving the precision and the delay reduction in the surgical robots. The above references from [10-16] are to be utilized in the future scope of the paper and the references [17-21] provides the basic steps in developing the proposed typing eyes for the disabled and the elderly.

3. SYSTEM MODEL

The human’s voluntary actions are always controlled and directed by the brain signals to so whenever a crippled or a disabled person wishes to type in a computer or control a system using the eyes the brain direct the actions that has to be done. So the system proposed utilizes the EOG and the EGG sensors to track the movement of the eyes and as well as identify the words gazed for typing respectively, the EOG enables the system to know where the eye –gaze is located and EEG enables to verify accuracy in the word selection. The 8051 used is programed to convert the signals obtained from the EOG and EEG to digital signal using the A/D convertor and then transmits, in the receiving side the decoder decodes the received signal and feeds it as input to the 8051 in the receiving end that is programmed to convert the signals in to appropriate words. The block diagram below in figure.2 shows the architecture of the proposed typing eyes.
Transmitter side
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Fig. 2 (a) Transmitter Side

Receiver side
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Fig. 2 (b) Receiver sides
The overall architecture of the proposed system is shown in the Fig. 2(a) and 2(b), letters gazed by the persons paralyzed or the crippled person is monitored using the EOC and the EEG, The signal from the EEG and EOG is fed separately to the signal processing unit that is comprised of a preamplifier, filter and a post amplifier the preamplifier amplifies both the signals, the low pass filter, filters the noise (DC bias) in the circuit. The post amplifier amplifies the filtered signal to go along with the impedance of the 8051 processor [7] and feeds the signal to aurdino board that is further converted into digital form, encoded and transmitted for display using the Zigbee.

In the receiving side the decoder decodes the information and fed to the microcontroller that is programmed to recognize the digital signal and convert it to letters, the EOG signal enables to identify where the cursor is to be positioned and the EEG signals provides the details of the letter to be typed on the screen , the proposed system unlike the prevailing system does not use the virtual keyboards that causes the user to see a word to type instead , the proposed work allows the user to type what he thinks. So the use of key board can be avoided.

Though the system might be less time consuming and very useful as the person can type whatever is thought the controlling option is still under development as the person cannot erase a letter that is incorrectly thought or change the option that is wrong. So in future the paper would try developing the controlling actions implementing the artificial intelligence in the present system.

4. RESULTS

The results are obtained comparing the typing speed and the mean error rate when done using the hands, using the EOG and the virtual keyboard and using the EEG and EOG. The average typing speed and the mean error rate of every method is analyzed to find out the accuracy in typing. The tabulation below in table.1 shows the result achieved using the existing and proposed methods based on the dwell time, the dwell time in the existing cases are the time taken to select the keys and in the proposed it is the time taken to spell out the letters.
**Table.1 Results Achieved**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dwell time (ms)</th>
<th>1000</th>
<th>1500</th>
<th>500</th>
<th>3000</th>
<th>2500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand typing</td>
<td>Typing speed</td>
<td>5/1</td>
<td>6/2.5</td>
<td>7/3</td>
<td>8/3.5</td>
<td>9/4</td>
</tr>
<tr>
<td>EOG +Virtual keyboard</td>
<td>Accuracy in typing %</td>
<td>7/1</td>
<td>8/2.5</td>
<td>9/3</td>
<td>10/3.5</td>
<td>12/4</td>
</tr>
<tr>
<td>EEG +EOG</td>
<td>Error rate %</td>
<td>6</td>
<td>4.5</td>
<td>8.9</td>
<td>7.6</td>
<td>5.8</td>
</tr>
<tr>
<td>Hand typing</td>
<td>Standard deviation (σ)</td>
<td>7.5</td>
<td>7.9</td>
<td>7.5</td>
<td>8.2</td>
<td>6.4</td>
</tr>
<tr>
<td>EEG +EOG</td>
<td></td>
<td>6.5</td>
<td>5.7</td>
<td>5.5</td>
<td>4.2</td>
<td>5.9</td>
</tr>
<tr>
<td>Hand typing</td>
<td></td>
<td>.98</td>
<td>1.24</td>
<td>3.44</td>
<td>7.56</td>
<td>2.22</td>
</tr>
<tr>
<td>EEG +EOG</td>
<td></td>
<td>1.09</td>
<td>2.33</td>
<td>4.82</td>
<td>8.22</td>
<td>3.26</td>
</tr>
</tbody>
</table>

The total error rate ($T_{Er}$) is defined as shown in the equation (1) below

$$T_{Er} = \frac{I_c + C_{cr}}{A_c + I_c + C_{cr}}$$  \hspace{1cm} (1)

Where, $I_c$ is the uncorrected error, $C_{cr}$ is the corrected letters and the $A_c$ is the accurate letters, that are typed, the result represented in the table shows that the proposed typing has very less time consumption in typing, with the enhanced accuracy in typing and holds a little higher error rate compared to the existing system as the number of corrected letters are less due to lack of options in deleting the incorrect words that are typed.

So the paper takes this a future scope to develop a controlling action by integrating the proposed system using the artificial intelligence.
5. CONCLUSION

The paper has developed typing eyes by using the EEG (electroencephalogram) along with the EOG (electrooculography) to enhance the accuracy in typing done with the help of the eyes. The system utilizes the EEG to recognize the letter thought by the person and uses the EOG to identify the position of the cursor, the 8051 microcontroller and the signal processing unit are used to effectively process the signal to present the correct words in the screen, the error occurrence in this system is very low as the typing is done based on the letters thought. The results obtained shows that the proposed method has a high accuracy and speed in typing compared to the previous methods and shows slight increase in the error rate as the correction process is not implemented in the system. So in future the paper would try developing the controlling actions implementing the artificial intelligence in the present system.
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