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Abstract: The customer consumption pattern prediction has become one of a significant role in developing the business and taking it to a competitive edge. For forecasting the behaviors of the consumers the paper engages an artificial recurrent neural network architecture the long short-term memory an improvement of recurrent neural network. The mechanism laid out to predict the pattern of the consumption, uses the information’s about the consumption of products based on the age and the gender. The information essential are extracted and described with the prefix-span procedure based association rule. Utilizing the information about the day to day products purchase pattern as input a frame work to predict the customer daily essentials was designed, the designed frame was capable enough to learn the dissimilarities across the predicted and the original miscalculation rates. The frame work devised was tested using real life applications and the results observed demonstrated that the proposed LSTM based prediction with the prefix span association rule to acquire the day today consumption details is compatible for forecasting the customer consumption over time accurately.
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1. Introduction

Conducting Statistical evaluation of the consumer’s activities in purchasing their essential needs has become an important requisite for forecasting the developments in business and know the degree of marketing required. The capability of forecasting the customer demands accurately could be helpful in efficiently targeting the products, and achieving a considerable improvement in the overall business process
by the cost effective advertising approaches and as well as heightening the sales. Apart from the models developed using the logistic regression and the discriminant analysis in forecasting the consumer choices to enhance the performance the author Gan, Christopher et al. [1] uses the artificial neural networks to devise a model predicting the consumer choices, by experimentally co-relating the forecasting potency of the PNN-probabilistic neural network and the other logistic models over the customer banking decision between the electronic and the non-electronic banking. As predicting the customer choice is very necessary the author Afolabi, Ibukun T., et al. [2] has provided the systematic review based on the existing research on this topic. Comprehensive view of the consumer choices with the dataset about the relationship management and methods is delivered with the capability to sort out the limitations prevailing in the existing research methods on the subject matter and sort out the future research opportunities in the predicting the behavior of the customer. The chart in the figure.1 is about the ratio of the components necessary in consumer relation management while predicting the choices of the customers.

![Component of Consumer Relationship Management](image)

**Figure.2 Components of Consumer Relationship Management [2]**

The ultra-modern era of technology and the expectation of the marketing trends makes necessary for the observation of the customer activity in the world with the competitiveness and dynamic changes in the trends. The research put forth by the author Valecha et al. [3] monitors the activities of the customer’s behavior parameters and their willingness to purchase. The examination takes into consideration the environmental, organization and the individual and interpersonal aspects and forecast the behavior devising
a random forest classifier model. Krebs et al [4] used the convolutional neural network in predicting the consumer activities from the wide range of dataset collected from the Facebook regarding the super market chains pages maintained. Urso et al [5] has put forth the demining strategies involved in predicting and classifying. The recurrent neural network relied methodologies are laid out using the past information as it is essential in predicting the consumption pattern of the human.

Although the past information’s are considered in the RNN it still has few limitations such as “long term dependency problem” causing difficulties in predicting the details of the distant past. To resolve the problems arising in the RNN the Long short term memory the artificial recurrent neural network used in the field of deep learning is engaged. Unlike the state of art FNN (feed forward neural networks) the long short term has feedback connections and the capacity to compute a complete sequence of data, it well suited for un-segmented chores such as the handwriting recognition, speech recognition etc.

Moreover it is highly compatible for predicting the series of data based on time as there are unknown period lags in the important occurrence in a time series. It handles well the “vanishing gradient problem” that occurs while training the conventional recurrent neural network. “Relative insensitivity to gap length is an advantage of LSTM over the HMM—hidden markov model, RNN and the other sequence learning procedures involved in various applications.

So the proposed method to predict the consumption pattern of the consumers, devises a model using the LSTM to forecast the consumer behavior, the pattern of consumption is extracted using the prefix span based association rule analysis and the prediction is done based on the everyday learning about the behavior pattern.

The rest of the paper is arranged with the literature survey about the past works in section 2, the proposed approach in section 3, results and discussion in section 4 and the conclusion in section 5.

2. Literature Survey


3. Proposed Prediction Strategy

The architecture for predicting the consumer behavior is structured into four phases with as shown in the flow chart below in figure.2 The raw data about the consumer consumption taken as input into the model is preprocessed by grouping the consumer based on their age as well as gender and filtering the unwanted information’s other than the age, gender and their requirements. This done on the basis of statistical data of daily essential needs. The filtered data is further converted into a continuous data and subjected to the next phase that analyses the data sequence using the prefix span based association rules. The everyday details of the consumer behavior. To determine the main consumption model, the frequent consumption model is sorted out. This fedot the LSTM to learn and forecast the actual consumption details of the consumers. The difference between the original and the forecasted outcome is also learned to improve the accuracy in the prediction.

Figure.2 Proposed Flow Chart
The prefix span mines the sequential pattern by projection made on frequent prefix instead of projecting sequences database by determining the frequent occurrences of the subsequences. This causes minimization in the processing time completely enhancing the efficiency of the model. The result obtained is used as the input for predicting model that is the last stage of the process. The figure.3 shows the long short term memory network’s structure that is used in the prediction process.

![Figure.3 Cell Structure of LSTM](image)

The fundamental operations of the long short term memory is to commune the outcomes based on the learning of the preceding state of the cells. From the figure .3 it is clear that the processing initially takes the sigmoid of the previous hidden state value as well as the input value from the forget gate and estimates the whether the data is to be preserved or not preserved across the ‘0’ and the ‘1’. In the next step an other sigmoid and the tanh is utilized as gate to estimate the whether the prevailing information is preserved in the input gate and it is updated or not. At last the sigmoid consider the value and the tanh estimates the outcome.

As the patter of consumption differs from person to person and from one day and other. The product consumption model of a week is computed based on the age, and the products purchased. With seventy
nodes in the structure, for predicting the weekly consumption, the type of consumption is forecasted and
the further learns by estimating the error rate in prediction from the actual.

4. Results and Discussion

The LSTM network is developed with the seventy nodes, one time stamp, the one input feature in the visible
layer, 10 memory units in the hidden layer and one neural in the fully connected output layer with the
default activation function is compiled with effective optimization algorithm along with the default settings
and the mean squared error loss function. The system developed is trained with 80% the real time data set
that are gathered and refined on the basis of daily routine consumption and the 20% of dataset are used in
testing the model.

The results observed shows the accuracy of the models on training and predicting for 50 epochs by
calculating the mean squared error, as shown in equation (1)

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \tilde{y}_i)^2 \] (1)

Where \( y_i \) is the actual and the \( \tilde{y}_i \) is the predicted value, by estimating the root mean square as shown in the
equation (2)

\[ RMSE = \sqrt{MSE} \] (2)

And by finally determining the mean absolute error as shown in equation (3)

\[ MAPE = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right| \] (3)

Where \( F_i \) = forecasted value \( A_i \) = actual value. The figure .4 is the accuracy of the forecasting outcomes
using the LSTM models this compared with the other model such as BPNN, KNN and the Extreme learning
machine (ELM) the results shows that the accuracy of the proposed forecaster is better compared to the
other methods.
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Figure .4 Accuracy

Figure .5 depicts the error rate observed in every forecasting model based LSTM, KNN, BPNN, and ELM. The error rate observed further proves that the forecasting through LSTM is accurate compared to the other predicting models.

Figure .5 Error Rate
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The Table 1 below shows the Mean absolute error observed in the proposed and the other model along with the time consumed in analyzing the data and the memory used. The prefix span method used in the paper for analyzing and sequencing the data, based on the frequency of the prefix reduced the time and the memory consumed enhancing the efficiency of the proposed LSTM based predicting model. Thus proving the proposed method to be efficient than the other models compared.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>KNN</th>
<th>ELM</th>
<th>BPNN</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 Epochs</td>
<td>20 Epochs</td>
<td>30 Epochs</td>
<td>40 Epochs</td>
</tr>
<tr>
<td>MAPE %</td>
<td>56</td>
<td>56</td>
<td>57</td>
<td>45</td>
</tr>
<tr>
<td>Memory utilization %</td>
<td>67</td>
<td>75</td>
<td>78</td>
<td>89</td>
</tr>
<tr>
<td>Time Consumed (seconds)</td>
<td>0.045</td>
<td>0.055</td>
<td>0.057</td>
<td>0.062</td>
</tr>
</tbody>
</table>

Table 1 MAPE, Time Consumption and Memory Utilization

5. Conclusion

The paper devises an artificial recurrent neural network (LSTM) based forecasting model to predict the customer consumption pattern to develop the business and the marketing strategies. The LSTM was utilized to subsidy the long term dependency problem found in the RNN and enhance the forecasting accuracy over time. The prefix span used in analyzing the daily pattern of consumption, projects sequence of data based on the frequent prefix and reduces the time consumption and the memory heightening the prediction performance. The LSTM learns the error rate occurred in predicting from the actual type and improves the prediction. In future the paper is planned to proceed taking into consideration the factors affecting the pattern of consumption to make the forecasting more real.
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